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Abstract— The main objective of this paper is to provide schedule based secured data transmission.This paper effectively manages Congestion problem and provides retransmission when data is not received within scheduled time.In this paper,we apply the concepts of  

FIFO Scheduling and Cryptography based Encryption mentods.The experimental results are shown, 
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I. INTRODUCTION
Data transmission, digital transmission or digital communications is the physical transfer of data (a digital bit stream) over a point-to-point or point-to-multipoint communication channel. Examples of such channels are copper wires, optical fibres, wireless communication channels, and storage media. The data is represented as an electromagnetic signal, such as an electrical voltage, radiowave, microwave or infrared signal.

 There are a few key features that set TCP apart from User Datagram Protocol Ordered data transfer - the destination host rearranges according to sequence number Retransmission of lost packets - any cumulative stream not acknowledged is retransmitted Error-free data transfer (The checksum in UDP is optional) Flow control - limits the rate a sender transfers data to guarantee reliable delivery. The receiver continually hints the sender on   how much data can be received (controlled by the sliding window). When the receiving host's buffer fills, the next acknowledgment   contains a 0 in the window size, to stop transfer and allow the data in the buffer to be processed.

Congestion control is a method used for monitoring the process of regulating the total amount of data entering the network so as to keep traffic levels at an acceptable value. Congestion control mostly applies to packet-switching network. A wide variety of approaches have been proposed, however the "objective is to maintain the number of packets within the network below the level at which performance falls off dramatically

Information security means protecting information and information systems from unauthorized access. The terms information security, computer security and information assurance are frequently incorrectly used interchangeably.We apply security to the data using Cryptography algorithms.In this paper,we apply Advanced Encryption Standard(AES) algorithm for secured transmission.
Scheduling is a key concept in computer multitasking, multiprocessing operating system and real-time operating system designs.In this paper,we apply First In First Out Scheduling(FIFO Scheduling).
                  II.SHEDULE BASED DATA TRANSMISSION
Scheduling is a key concept in computer multitasking, multiprocessing operating system and real-time operating system designs. Scheduling refers to the way processes are assigned to run on the available CPUs, since there are typically many more processes running than there are available CPUs. This assignment is carried out by softwares known as a scheduler and dispatcher. The scheduler is concerned mainly with
Throughput - number of processes that complete their       execution per time unit. LatencyTurnaround - total time between submission of a   process and its completion. 

Response time - amount of time it takes from when a request was submitted until the first response is produced. Fairness - Equal CPU time to each process (or more generally appropriate times according to each process' priority). In our paper we are using the First In First Out Scheduling.
1)First In First Out Scheduling (FIFO)
FIFO is an acronym for First In, First Out, an abstraction in ways of organizing and manipulation of data relative to time and prioritization. This expression describes the principle of a queue processing technique or servicing conflicting demands by ordering process by first-come, first-served (FCFS) behaviour: what comes in first is handled first, what comes in next waits until the first is finished. Round-trip time (RTT), also called round-trip delay, is the time required for a signal pulse or packet to travel from a specific source to a specific destination and back again.  In this context, the source is the computer initiating the signal and the destination is a remote computer or system that receives the signal and retransmits it. This project had done by using these features and techniques for transmitting / re-transmitting the data in secure manner and also avoid the congestion in the data flow. 
Using FIFO queues maintains standard higher-layer assumptions about in-order delivery.  The per-neighbor FIFO queues are maintained in a priority queue ordered by perceived neighbor reach ability.  At the beginning of a slot, packet transmissions are attempted in a round-robin manner among all flows. If a packet transmission to a particular neighbor fails, the corresponding flow is reduced in priority until a period of  time  equal to one half of a slot duration has elapsed - this limits the bandwidth wasted on flows targeted at nodes that are currently on a different channel to  at most two packets per slot whenever a flow to a reachable node also exists. Packets are only drawn from the flows that have not been reduced in priority unless only  reduced priority flows are available. Multiple packets exist in a buffer and they share a common outgoing link.
2)  Retransmission of Packets

When transmitting data over high-delay networks (for example, satellite links), transfer throughput may be lower than expected and the number of packets retransmitted may be unnecessarily high. This problem occurs because TCP uses a retransmit timer to retransmit packets that do not appear to have reached the receiver. To set this timer, TCP uses information about the historical Round Trip Time (RTT) for each connection, which it measures by observing the time between sending packets and receiving acknowledgments for them.
                                  III.  Algorithms

A.AES Algorithm
AES has a fixed block size of 128 bits and a key size of 128, 192, or 256 bits, whereas Rijndael can be specified with block and key sizes in any multiple of 32 bits, with a minimum of 128 bits. 
The block size has a maximum of 256 bits, but the key size has no theoretical maximum.AES operates on a 4×4 array of bytes, termed the state .Most AES calculations are done in a special finite field. The AES cipher is specified as a number of repetitions of transformation rounds that convert the input plaintext into the final output of ciphertext. Each round consists of several processing steps, including one that depends on the encryption key.
 A set of reverse rounds are applied to transform ciphertext back into the original plaintext using the same encryption key. Communication between two hosts using a network could be encrypted to maintain privacy. The design and strength of all key lengths of the AES algorithm (i.e., 128, 192 and 256) are sufficient to protect classified information up to the SECRET level. TOP SECRET information will require use of either the 192 or 256 key lengths. The implementation of AES in products intended to protect national security systems and/or information must be reviewed and certified by NSA prior to their acquisition and use.
AES has 10 rounds for 128-bit keys, 12 rounds for 192-bit keys, and 14 rounds for 256-bit keys. By 2006, the best known attacks were on 7 rounds for 128-bit keys, 8 rounds for 192-bit keys, and 9 rounds for 256-bit keys. By using this AES security techniques and FIFO scheduling, we illustrate some advantages are  avoiding the attack from intruder, retransmit the data if the data loss, user friendly and will be more effective in transmission and security process.
The main transformations in the AES Rijndael's algorithm are

1)AddRoundKey(AR), 
2)SubstiteBytes(SB), 
3)ShiftRows(SR)   
4) MixColumns (MC). 

All these transformations work on a matrix called 'State' that is formed with byte elements (or 8-bit data units) using the input data of 128-bits. AES State is updated in multiple iterations using the above transformations. The key expansion (KE) module expands the given key for supplying the keys to all iterations of the AES engine. 

IV.Implementation and Experimental RESULTS

    An Efficient Schedule Based Secured Data Transmission in Client Server Environment consists of the following modules:

                      1 .Connection Establishment Module

                      2. AES based Transmission module

                      3. Round Trip Time Module
                      4.Transaction Mean Time Module
                      5. Data Reception Module
1) Connection Establishment Module
 This module is used to  establish the communication between Client system and Server System.In this module,we give client name & server name.When we press OK then it establishes connection between client and server.
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      Fig.1:Connection Establishment Module
2)AES Based Transmission Module:

  This module is used to provide secured data transmission .This applies AES algorithm.In this module we type Signal Text(Data) and we apply key.By using AES Algorithm,it generates Cipher Text(Encrypted Data). When we press AES Encryption Button.To send this data,we have to press ‘Send’ button.This module displays details of the data such as no.of packets also.
[image: image2.png]Client Name

Signal Size

felefele]

Signal Status Graph

N of Packets

Signal Text

Signal Key
#E8 EncryptedTed [

Details Of Signal Flow.

OnOopnUDa0 50





Fig 2:AES Based Transmission Module
3)Round Trip Time Module
This module is used to  set Round trip time for every packets.Round Trip time is giving the time required for transfer of data & .getting Acknowledgement.In this module,we get the time of RTT for every packet.It displays RTT for every packets.
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Fig.3:Round trip Time Module
4)Transaction Mean Time Module
 This module is used to get Transaction Mean time for transferred packet.When we transfer a packet from client to server,timestamp is also send.When the server receives it,this module displays Start time and End time.
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Fig.4:Original Image used for WHT Embedding
5)Data Reception Module
  This module is used to receive the data send by the client system.In the fig.4,we display the received packets based AES Decryption.It effectively receives the packets by managing congestion.When Data is not received within scheduled time,client will re-transmit the data.
V.Conclusions

Schedule Based Secured Data Transmission system improves the secured data transmission rate.This paper effectively manages Congestion by adjusting the buffer size.For Re-transmission facility,we applied FIFO buffer.We achieve better secured transmission using AES Algorithm
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