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Abstract— In Data mining algorithms, the quality of data is one of the important issues. Today’s real-world databases are highly susceptible to noisy, missing, and inconsistent data due to their typically huge size, often several gigabytes or more. In a technical sense, the amount of noise in a message can be expressed as the number of bits that are corrupted during transmission, and the redundancy in a message can be expressed as the number of extra bits we are adding. With respect to our topic of data mining, we could say that the selection of data mining algorithm is important, which is concentrate on data quality. This paper mainly describes about data quality aspects in data mining algorithms.  

Keywords— DQM – Data Quality Mining, KDD - Knowledge Discovery in Databases, PANDA – Pairwise Attribute Noise Detection Algorithm.
I. Introduction

Improving the data quality is a burning issue in many areas outside KDD. This is very complex and encompasses tasks in the areas of knowledge engineering, classification, and problem solving. Some data mining algorithms, can cope with noise very well but others just cannot operate in such circumstances. We need to use different techniques at various stages of analysis of the data set [2]. DQM opens new and promising application fields for data mining methods outside the field of pure data analysis [11]. The search and finding of data has never been easier as in the current internet age. For almost every question/query there is an answer somewhere in the internet. An open issue, however, remains the correctness of the data found. Hence, data quality is of utmost importance but it cannot always be granted. This phenomenon can also be found on nearly every database system. Yet, the impact of spurious and error prone data (low data quality) on a database system of a business company, for instance, is fare more larger than the result of a search engine query, e. g., when making important financial and future decisions for the company. The use of data analysis algorithms and their results in such cases can even be worthless. A major cause for the low data quality problem is the fact that usually the data of a big company is distributed on different departments and needs to be collected into a single and large data warehouse. Each department might have its own model for the representation and the maintenance of the data, which differs from that of other departments. Furthermore, the data can be spurious (missing attributes, wrong values, semantically wrong contents, etc.), might overlap or contain contradicting records. In order to be able to deal with such data it is crucial to analyse and determine the degree of the data quality problems that one could be facing. An efficient approach for analysing large data sets is data mining. However, to achieve good results, data mining techniques require high data quality, otherwise the application of data mining on low quality data may yield wrong and misleading analysis results and their usage can lead to costly decisions.

II. related work
There are number of data mining algorithms for quality data but some data mining algorithms, can cope with noise very well but others just cannot operate in such circumstances. We need to use different techniques at various stages of analysis of the data set [1] [2]. 
A.  Clustering Techniques
Clustering is the data mining process of efficiently grouping the database into subgroups, so-called clusters, such that similarity within clusters is maximized and similarity between clusters is minimized. Clustering, subspace clustering and classification techniques, which facilitate the identification of low quality data. The data is first clustered and then classified. In the latter step the low quality data is identified. There exist different data quality problems. As presented in, data quality problems are roughly divided into two classes: single-source problems and multi-source problems. Furthermore, both classes include schema level and instance level problems. Schema-specific problems occur, for instance, due to lack of integrity   constraints, poor schema design and differences between data model and schema design, e. g., uniqueness violation, referential integrity violation, structural conflicts, violated attribute dependencies, missing attributes, naming conflicts and illegal values. Instance-specific problems arise due to data entry errors, overlapping, contradicting and inconsistent data, e. g., timing conflicts, misspelling, redundancy/ doublets, wrong entries, inconsistent aggregating and contradictory values. 

In order to easier understand the data quality problem, let us take a closer look at the data shown in Table I. Some of this data is of low quality. The attribute Married, for instance, does not only take the values yes or no, but null, 0 and -1 as well. Further, it is not even clear what the latter entries exactly stand for. These values may, for instance, stand for no data is given or for no (not married). The same applies to the attribute #Cars. The content of attribute Age is not clear either: is Yutika actually 9999 years old or does this means intentionally no data is given? Such unspecified spurious and error-prone entries have an impact on the data quality. In particular, in such cases the results of analysis algorithms might be incorrect and/or completely useless [9].
Table I
An Example of Data Quality Problems

	Name
	Married(Yes, No)
	#Cars 
	Age

	Ram
Tom

Selvi
Anna

Yutika
	Yes

-1

Null

No

0
	2

Null

1

-1

2
	35

Null

-1

27

9999


B. Handling Noisy Data Using Attribute Selection Algorithm

   An attribute selection is a process that chooses best attributes according to a certain criterion. This attribute selection  algorithm is used to increase the speed and improve the accuracy of the data cleaning process by removing redundant or irrelevant attribute form the data warehouse ,  There are three criteria is used to identify relevant attributes for the further data cleaning process [12].

1) Identifying Key Attributes 

The key is an attribute or a set of attributes that uniquely identify a specific instance of the table. Every table in the data model must have a primary key whose values uniquely identify instances of the entity.. The key may be primary key, candidate key, foreign key or composite key.

2) Classifying Distinct and Missing Values 

Missing character values are always same no matter whether it is expressed as one blank, or more than one blanks.  Distinct is used to retrieve number of rows that have unique values for each attribute. The accuracy of the result will be poor with low distinct value and high missing value. The distinct value is used to calculate identification power of the attribute.
3) Classifying Types of Attributes 

There are four types of attributes: nominal, ordinal, interval and ratio. The different criteria are given for each attribute types. This attribute selection algorithm first selects the relation schema R including N attributes. Then it chooses the relation instance r of the relation schema R. Finally selects the attributes Ai (A1,….., AN) of the relation schema R including N attributes. This attribute selection algorithm obtains the temporary relation schema L with attribute name, type, size, missing value, distinct value, Measurement type and Threshold value. For each attribute, read the relation tuples records from the selected relations instance r and find the count of missing target values of the attributes Ai and calculate the percentage value. These percentage values of missing values are stored in the temporary relation instance L. Then find the count of the distinct target values of the attributes Ai and calculate the percentage value. These percentage values of missing values are stored in the temporary relation instance L. Finally, find the measurement type of the attributes Ai and put in the temporary relation instance L for each attributes Ai. The threshold values are calculated for every target attribute Ai based on the missing values, distinct values and measurement type and put the threshold values for each attribute in the temporary relation instance L. Finally, select the attribute S from the temporary relation L based on the threshold values for the next step of the data cleaning process.

C. Algorithm for Token Information

 
The token is formed for each selected attribute field which is having the highest rank. The following step has to be taken for the best token key before forming the token. The steps are:
1) Remove Unimportant Tokens 

The first step in the token formation is removing the unimportant character before the token formation to get smart or best token for the further data cleaning process. The unimportant tokens consist of special characters, shortcut forms or ordinal forms, common or stop words, and title or salutation tokens. 

2) Expand Abbreviations using Reference Table 

The use of abbreviation makes problem in the token formation. The expansion of abbreviation is important in the token formation. The some common abbreviations are listed in the Table II. These abbreviations are stored in the log table or reference table. This table is used as reference table for the token formation.
3) Formations of Tokens 

The different token formation rules are followed for the different kind of data. The data may be numeric, alphanumeric or alphabetic. The rules are given in the algorithm.

a. Numeric Tokens 

This numeric token formation rule is suitable for phone number, social security number, street number, apartment number, etc. First, it removes the unimportant characters and converts the character to numeric. Finally, groups the number to keep together as one token.

b. Alphabetic Tokens  

This alphabetic token formation rule is well suited for the names such as contact name, customer name, produce name, book title, etc. First, it expands the abbreviations and removes the unimportant and stopping characters. Finally, takes the first character from each word, sort the selected character then groups together as one token.

c. Alphanumeric Tokens
This alphanumeric token rule is suited for address, product code etc. First, it splits alphanumeric into numeric and alphabetic, sorts the divided token and then groups numeric and alphabetic separately. Finally, the tokens in the field are grouped together to get token as one field. [12]
Table II

Reference Table with sample data

	S. No
	Shortcut
	Full form

	1
	Acc, a/c, A/C
	account,  account, current

	2
	Advt
	Advertisement

	3
	Apr. 

	April

	4
	Ave
	Avenue

	5
	Co.
	Company, country

	6
	Dept. 

	Department

	7
	Dep.
	Departure

	8
	Est. 

	Established, estimated

	9
	Gov.
	Government, 

governor

	10
	H.O 

	Head Office

	11
	Pvt
	Private

	12
	Ltd 

	Limited

	13
	Rd 

	Road

	14
	Blk
	Block

	15
	Apt
	Apartment


D. Handling Missing Values via Decomposition of Conditioned Set 

This framework adopts the basic concepts from conditional probability theories and further develops an algorithm to facilitate the capability of handling both nominal and numerical values, which addresses the problem of the inability of handling both nominal and numerical values with a high degree of accuracy in the existing algorithms. Several experiments are conducted and the experimental results provides a high accuracy when compared with most of the commonly used algorithms such as using the average value, using the maximum value, and using the minimum value to replace missing values. For example, some issues and current approaches in data cleaning in a single source and multiple sources were discussed in. Missing value handling is one of the major tasks in data cleaning. Numerous techniques have been developed to handle missing values in the literature [10].
E. Pairwise Attribute Noise Detection Algorithm(PANDA) 

The quality of data, which is often compromised by the presence of noise, is an important research issue in the data mining and knowledge discovery field. Noise in a dataset can adversely affect decisions that are based on modeling and analysis of that data. Consequently, it is very important to employ data cleansing procedures to enhance the quality of data prior to any data mining analysis. Generally speaking, data noise is categorized into two groups: class noise and attribute noise. Class noise occurs when an error exists in the class label of an instance, while attribute noise occurs when the values of one or more attributes of an instance are corrupted or incorrect. Detecting instances that contain class noise has received relatively more attention in data mining research, in part due to the greater impact of class noise on classification accuracy. In real-world data mining projects, data may be collected from multiple heterogeneous sources and aggregated into a single dataset. Given the number of ways errors can be introduced into data and the increasing size of databases and data warehouses, data cleaning is a prevalent problem in building a useful data warehouse. 

One common cause of low-quality data, known as the merge/purge problem, occurs when records appearing in different sources that correspond to the same real-world entity are not matched when the data sources are merged together. It has been suggested that programs be used to gain metadata information to aid in the detection of data inconsistencies, which can be used by the researcher during analysis. PANDA yields a relative ranking of instances from the most to least noisy [4].

III. Performance comparison of data mining algorithms
The performance of any data mining application heavily depends on the quality of the data in the database, where data quality refers to the accuracy and completeness of the data. Especially, the databases in practical applications are usual large, where the problems of inaccurate and/or inconsistent data are inevitable [4]. In a real-world environment, there are many possible reasons why the inaccurate or inconsistent data occur in a database, e.g., equipment malfunctioning, the deletion of data instances (or records) due to the inconsistency with other recorded data, not entering data due to misunderstanding, considering the data as unimportant at the time of entry, etc. This may cause numerous missing values in the database, which can negatively impact the discovered 

patterns/knowledge from the data mining algorithm. Moreover, the errors or data skews can even proliferate across subsequent runs, which cause a larger and cumulative error effect. Hence, data pre-processing (particularly missing value handling) that describes any types of processes performed on the raw data to prepare them for other processing procedures is needed. Data pre-processing usually involves cleaning the data before they are used in data mining tools or any applications. The need for data cleaning increases significantly especially when there are multiple data sources that need to be integrated. Thus, data cleaning has become a vital and challenging aspect in pre-processing. For example, some issues and current approaches in data cleaning in a single source and multiple sources were discussed in. Missing value handling is one of the major tasks in data cleaning.
   We have given a concise overview of the advantages and disadvantages of various learning algorithms in a data mining context. In Fig.1 [2], one dimension is used to find the five algorithms that have been treated. The other dimension represents a number of relevant qualities data mining algorithms, ordered into three sub-groups: 

· Quality of the input 

· Quality of the output 

· Performance.  

These sub groups represent the main areas for attention when selecting a data mining algorithm. An important aspect of the input is the number of records, since some algorithms are better at handling large number of records than others. Another important aspect is the number of attributes: the performance of neural networks and genetic algorithms deteriorates considerably as the number of attributes in a table grows. Last but not least, the types of attributes in the table play a role. Not all algorithms are good at handling numeric attributes or string, so this may be a decisive relevant in the choice of the optimal algorithm.
A.  Selection of Learning Algorithms
Another approach is the selection of a learning algorithm might be an analysis of the quality of the desired output. One key issue here is whether or not the algorithm is capable of learning rules. Some algorithms, such as k-nearest neighbour and neural networks, give a yes or no answer but provide no explanation of their responses. In other cases, it might be important to select a machine learning algorithm that is able to learn incrementally - when new information becomes available, these kinds of algorithm are able to revise their theories, which means that we do not have to start the learning process all over again, and this can be of great relevance in situations where we have extremely large data sets.
A final point of interest in the evaluation of the output is ability to estimate the statistical significance of the result that is found. In the case of genetic algorithms and neural networks, it is often very difficult to evaluate the result from a statistical point of view, although for certain organizations, this might prove to be a decisive factor when selecting the algorithms they want to work with.
A final aspect of the evaluation of machine learning algorithms is their general performance. We are interested in the efficiency of our algorithms in two different situations:
· The learning stage 
· The actual application stage if the algorithm 
On average, algorithms that learn quickly are somewhat slow in the application stage, and vice versa. We give estimates for disk load as well as CPU load in both the learning and the application stage. Note that an algorithm is considered to be good if both the disk load and CPU load are low. At a quick glance, we can immediately see why decision trees and association rules are so popular in data mining applications – on average; they score high on input /output as well as performance issues. Of course, an overview like the one has to be handled with care as it gives only a rough impression of the weak and strong areas of the algorithm. There are ways of rectifying the disadvantages of all the individual algorithms, such as speeding up k-nearest neighbour in the application phase, and there are methods of applying genetic algorithms to numeric areas, and so on. In general provides application good starting point for the selection of application first data mining algorithm [2].

IV. conclusion

   In data mining algorithms, the data quality is very important issue while retrieving the data. The data pre-processing techniques, when applied prior to mining, can substantially improve the quality of the data. Some data mining algorithms, can cope with noise very well but others just cannot operate in such circumstances. In particular, learning algorithms of a statistical nature cope well in the presence of noise and redundancy. From this study, I suggested that the quality of data is based on the selection of the data mining algorithm. Future research work may involve conducting more experiments on the algorithms for data quality aspects in data mining.
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