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Abstract — Techniques for channel allocation in wireless cellular networks have been an area of intense research interest for many years. An efficient channel allocation scheme can significantly reduce call-blocking and call dropping probabilities. Traffic congestion in cellular system generally results in call blocking, thereby degrading the service. Quantum Grover’s searching algorithm illustrates that in the quantum model searching for an unsorted database faster than the classical algorithm. In this paper a channel allocation algorithm has been proposed using Quantum Grover’s searching algorithm. The main objective of Channel Allocation technique is to offer as many subscribers as possible to use the mobile networks simultaneously in the condition of limited channel resources and certain traffic load of the network. Thus channel assignment techniques will impact on the blocking of call. We first formulate the problem of minimizing the mismatch between link capacities desired by the network operator and that achieved under a channel allocation. We then explore grade of service for channel allocation and find optimal channel using Quantum Grover’s searching algorithm in the  [image: image2.png]


 iteration, where n is number of channels. Comparison shows the blocking probability and the Channel utilization efficiency in the wireless cellular network for 2, 5, 10, 20 and 50 channels. 
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I. Introduction

Efficient use of limited radio channels with a simultaneous increase of traffic capacity requires proper channel allocation. This is one of the fundamental problems in wireless communication Networks. There are two strategies for assigning channels to cells, Fixed Channel Allocation (FCA) and Dynamic Channel Allocation (DCA). The FCA strategy allocates channels to each cell in advance according to estimated traffic intensity in the cell. The DCA strategy foresees the allocation of radio resources to various cells dynamically in real time, to meet rapidly changing demand for communication channels (1). With anticipated rapid growth in wireless network traffic, and the trend towards higher network performance, traffic – sensitive methods that assign available channels.

In general, dynamic channel allocation methods exhibit better call carrying capacity and better handoff performance in terms of lower forced termination. In packet based data communication services, the communication is bursty and the traffic load rapidly changing. For high system spectrum efficiency, DCA should be performed on a packet-by-packet basis. Examples of algorithms for packet-by-packet DCA are Dynamic Packet Assignment (DPA). When comparing with static assignments, dynamic channel allocation typically yields better performance in terms of interference, throughput and delay at the expense of added complexity in the control mechanisms. Although such traffic variation has a time scale on the order of minutes, static channel assignment clearly cannot provide the optimal use of limited radio frequencies. On the other hand, some form of adaptive channel allocations where the channel changes at a rate matching the traffic variation is desirable. The same comment also applies to other wireless network applications (2).

 
We discuss rest of the paper as follows: In section 2 we see the related work on Channel allocation problem used different channel metrics. Section 3 follows as the NP Hard problem and Quantum Computation. In section 4 discussed about Grade of service and the Blocking probability of user. In section 5 Performance analysis of the communication network metrics are explained. In section 6, we conclude the paper.
II. background
There are various similarities between cellular networks and WLANs. Several deployment problems have been extensively studied in the context of cellular networks [4]. The problem of optimizing the selection of channels can be traced back to the cellular communication industry where the authors in [5, 6] stated that “one of the most important problems in the design phase of a cellular radio network is where to locate and how to configure base stations.” The objective was to serve the most traffic while the amount of interference is kept small. In [5] the authors provided analytical optimization problems where each problem was formalized as an Integer Linear Program (ILP) and was solved for relevant examples of realistic problem size. However, in [6] the authors used a different optimization algorithm called Divide-and-Conquer to select the BSs. The 10 algorithm divides the total serviced area into equal sized grids and then the problem is solved in each of these grids by exhaustive search. The authors in [7] developed an analytical framework for the analysis of dynamic load balancing schemes with multiple traffics, theoretical expressions were developed to study the call blocking probability performance of voice and video traffic cellular networks which employ dynamic load balancing schemes. Results showed that with proper amount of load balancing capability (load balancing channels) and proper amount of relay station coverage, the call blocking probability for all traffic types can be reduced significantly up to 60% in hot (congested) cells.

The work reported by [7] and [8] dealt with load balancing techniques performed only at association time. In other words, the models presented so far are not realistic, for they do not support time varying loads. A dynamic load balancing scheme should be able to: 

· Continuously balance the traffic load on channels,

· Dynamically allocate non-overlapping channels to newly associated clients 

· Allocate non-occupied non-overlapping channels from newly dissociating clients to congested hot spots on the network.

For instance, if a client joins the network, the scheme will associate the client with the least loaded access point or channel available in the neighborhood. However, the traffic patterns of clients can change over time making the associated channel nonoptimal. Therefore, a dynamic load-balancing scheme is proposed in this research, 15 whereby newly joining clients are re-associated with a less loaded channel and newly not used channels are assigned to optimize the load traffic and channel allocation on the network for coverage and capacity provisioning satisfying the co-channel and adjacent channel interference constraints. 
III. NP Hard Problem and Quantum Computation
Nondeterministic polynomial (NP) problems are considered the most difficult problems on earth to solve. With current computers most NP type problems are virtually unsolvable. This is because when a new variable is added, another dimension to the possible solutions is opened. Every value in the problem must be calculated, compared to and then an optimal solution can be found. Conventional computers almost never achieve optimal results, because they are not fast or accurate enough. Quantum computers are once again vastly superior, because they can evaluate all possible solutions simultaneously and then find the optimal solution. The solution is found a lot quicker and is more accurate, than classical computers.
Dynamic Channel allocations problem in Wireless communication network is a NP Hard problem. To solve this problem using Classical algorithm will clearly used O(n) steps since on the average it will measure a large number of N channels. Quantum algorithm is the fastest possible algorithm that can do an O√n steps and identifying that exact solution. It is important to note that a quantum computer will not necessarily outperform a classical computer at all computational task. Multiplication for example, will not be performed any quicker on a quantum computer than it could be done on a similar classical computer. In order for a quantum computer to show its superiority it needs to use algorithms that exploit its power of quantum parallelism. Such algorithms are difficult to formulate, to date the most significant theorized being Shor's algorithm and Grover's algorithm. By using well these algorithms a quantum computer will be able to outperform classical computers by a significant margin.
IV. GRADE OF SERVICE
It measures the strength of a subscriber when it tries to access a trunked system during the heavy traffic on system as well as measure the time duration. The busy hour is based upon customer demand at the busiest hour during a week, month, or year. “The busy hours for cellular radio systems typically occur during rush hours “[4]. Basically grade of service is a standard to define a performance level of a trunked system that how much it is capable to allow user for access the available channel in the system. When user attempts to make a telephone call, the routing equipment handling the call has to determine whether to accept the call, or reject the call entirely. Rejected calls occur as a result of heavy traffic loads (congestion) on the system and can result in the call either being delayed or lost. If a call is delayed, the user simply has to wait for the traffic decrease, however if a call is lost then it is removed from the system.
    Grade of service is the used to measure the quality of an on going call when a subscriber sends a request. In a loss system, the grade of service is described as the proportion of calls that are lost due to congestion in the busy hour. The exact way to measure the grade of service is to divide all loss calls number with offered calls. The other way to measure the grade of service is to utilize the different parts of the network. When a call is routed from one end to another; it will pass through several exchanges. If the Grade of Service is calculated based on the number of calls rejected by the final circuit group, then the grade of service is determined by the final circuit group blocking criteria. If the Grade of Service is calculated is determined by the exchange-to-exchange blocking criteria. Grade of service is also known as blocking probability and this blocking probability occurs during communication between mobile and station. During a radio transmission low blocking probability is possible but it doesn’t effect on system performance.                                
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Where C is the number of trunked channels which are offered by a trunked ratio of the system, and A is the total offered traffic. While it is possible to model trunked systems with finite users, the resulting expressions are much more complicated than the Erlang B result, and the added complexity is not warranted for typical trunked systems which have users that outnumber available channels by orders of magnitude. Furthermore, the Erlang B formula provides a conservative estimate of the GOS, as the finite user results always predict a smaller likelihood of blocking (3).
V. PERFORMANCE ANALYSIS
Traffic analysis


        The cell planning starts with traffic coverage analysis produces information about the geographical area, expected capacity (traffic load). The cell planning depends on the traffic demand, i.e. total strength of subscribers is engage with the network and how much traffic they generate. The Erlang (E) can be calculated with the following formula:

                                       

   [image: image5.png]T
3e00

Erlang




Here, A represents the total traffic available for subscribers, n gives the estimate number of calls per hour and T is an average call time per second. The number of subscribers and the Grade of Service (GOS) has to be known for calculating number of cells. Capacity of networks depends on the total numbers of subscribers, available frequencies, cell pattern, GOS, and traffic per subscriber, if we know the exact figure of all above data then we can able to calculate the total strength of capacity like how much frequency is allocated to each cell by a network operator, available traffic channel allocated by the pool system.
Table 5.1. Traffic offered for different Grade of service

	No of Channels
	Traffic Offered (Erlangs)

	
	GOS 0.005
	GOS 0.02
	GOS 0.05
	GOS 0.2
	GOS 0.4

	2
	0.1045
	0.2325
	0.3823
	0.9990
	1.9999

	4
	0.7120
	1.1923
	1.5324
	2.9542
	5.0211

	6
	1.6318
	2.2578
	2.9702
	5.1186
	8.1107

	8
	2.7300
	3.6721
	4.5530
	7.3792
	11.420

	10
	3.9704
	5.0480
	6.2257
	9.6950
	14.766

	12
	5.2879
	6.6174
	7.9601
	12.136
	17.945

	14
	6.7663
	8.2003
	9.7395
	14.314
	21.423

	16
	7.9954
	9.8824
	11.454
	16.817
	24.451

	18
	9.6054
	11.419
	13.395
	19.226
	27.855

	20
	11.089
	13.128
	15.259
	21.645
	31.162
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Figure 5.1. Offered traffic for different GoS
In the Wireless cellular networks offered traffic is based on the Grade of service (GOS) i.e. the Blocking probability of the calls. In the above table 5.1 showing the offered traffic in Erlang unit for different Grade of service values, the traffic is increasing corresponding to the number of Channels and the increasing the Grade of service of the system network. It’s showing graphically in above figure 5.1.
Channel Utilisation Efficiency

Throughput is sometimes normalized and measured in percentage, but normalization may cause confusion regarding what the percentage is related to Channel utilization. In the following table 5.2 shows the channel Utilisation Efficiency (CUE) for different traffic load corresponding to the different number of channels.

  Table 5.2. CUE for different traffic in Erlang
	No. of Channels
	Channel Utilization Efficiency (CUE) 

	
	T(Eg)=0.02
	T(Eg)=0.05
	T(Eg)=0.2
	T(Eg)=0.4
	T(Eg)=
1

	 2
	1.0417
	2.5
	10.4167
	20
	52.083

	5
	0.4167
	1
	4.1667
	8
	20.833

	 10
	0.2083
	0.5
	2.083
	4
	10.4167

	20
	0.1042
	0.25
	1.0417
	2
	5.2083

	50
	0.0417
	0.1
	0.417
	0.8
	2.0833
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     Figure 5.2. Channel utilization efficiency graph
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   Figure 5.3. Channel utilization efficiency graph

Reciprocating Time

In this section discussed the resprocating time of the channel to the users, the networks having minimum number of the users then the resprocating time is very minimum. The resprocating time is increase corresponding to the number of users in the network, its showing in the following figure 5.4.
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    Figure 5.4. Reciprocating time graph
Optimal channel

In the simulation we consider a system operating with different number of channels, the BER is decreasing corresponding to the EsNo range. The estimated channel gives the better value compare with the known channel, its shows in the following figure 5.5 and select the optimal channel in the wireless cellular network using the fastest polynomial time algorithm i.e Quantum Grover’s search algorithm. Grover’s search algorithm find the optimal channel in the O√n  iteration, it shown in below figure 5.6.
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Figure 5.5. Bit error rate graph
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          Figure 5.6. Optimal channel graph
VI. CONCLUSION
The quantum computers power to perform calculations across a multitude of parallel universes gives it the ability to quickly perform tasks that classical computers will never be able to practically achieve. With the high demand for wireless networks, network capacity becomes the main problem in serving a large number of subscribers. Wireless network Traffic load congestion in cellular system generally results in call blocking, Channel utilisation efficiency, thereby degrading the service. The quantum algorithm gives the optimal solution in the Polynomial time.
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